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ON AFTER-TRIAL PROPERTIES OF BEST NEYMAN- 

PEARSON CONFIDENCE INTERVALS* 


TEDDY SEIDENFELD? 

Department of Philosophy 

Washington University, St. Louis 


On pp. 55-58 of Philosophical Problems of Statistical Inference (Sei-
denfeld 1979), I argue that in light of unsatisfactory after-trial properties 
of "best" Neyman-Pearson confidence intervals, we can strengthen a 
traditional criticism of the orthodox N-P theory. The criticism is that, 
once particular data become available, we see that the pre-trial concern 
for tests of maximum power (and for their derivative confidence intervals 
of shortest expected length) may then misrepresent the conclusion of such 
a test (or interval estimate). Specifically, I offer a statistical example 
where there exists a Uniformly Most Powerful test (a UMP-test), a test 
of highest N-P credentials, which generates a system of "best" confi-
dence intervals (the [CI,] interval system) with exact confidence coeffi- 
cients. But the [CI,] intervals have the unsatisfactory feature that, for a 
recognizable set of outcomes, the interval estimates cover all parameter 
values consistent with the data, at strictly less than 100% confidence. 

Even by Neyman's standards, there is a probability for such a trivial 
interval wit, when the 

interval estimate covers all parameter values consistent with the data and 
model, the probability is 1 that the unknown parameter (perhaps a con- 
stant, perhaps a random variable with unknown "prior" probability) falls 
within the interval. To quote Neyman on this point, 

If 8 is a constant, then whatever a < b,  and B ,  the probability P{a 
5 8 5 b /B) may have only values unity or zero according to whether 
8 falls in between a and b or not. (Neyman 1937, p. 256) 

Thus, the system of "best" confidence intervals (best according to Ney- 
man's standards) generates particular interval estimates which, though 
known with probability 1, carry a confidence coefficient of less than 
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on the triviality of certain N-P estimates, I rely on an illegitimate inter- 
pretation of Neyman's theory. In fact, I chose to attend to those cases 
exactly because they admit known probabilities (in conflict with their 
confidence level), where the probabilities satisfy Neyman's constraints 
and avoid his objections to "priors". 

Mayo adds to this general criticism a number of objections to my anal- 
ysis of the specific statistical example I construct. In particular, she al- 
leges that: (A)  I misidentify [CIA] as the N-P "best" system of interval 
estimates; (B) a different system, her [CI,], is the N-P "best" one for 
the problem; and (C) since [CI,] never provides trivial intervals, I have 
no ground on which to object to N-P theory. I reject each of these claims, 
and in what follows I offer reasons for my judgment that Mayo has failed 
to respond to my argument against confidence interval theory. Let me 
begin with a brief rehearsal of the example. 

The statistical problem I develop is a variant of one presented by Ney- 
man in his classic paper (Neyman 1937) on the theory of confidence in- 
t e r v a l ~ . ~In Neyman's version we observe a continuous random variable, 
X, uniformly distributed on the closed interval [0,0], with 0 > 0. As 
Neyman points out, there is a family of UMP-tests for a simple (null) 
hypothesis h,: 8 = 0,, against the composite alternative 0 # 0,. The fam- 
ily of UMP-tests generates the [CI,] system of confidence intervals, 
which are best according to Neyman's standard for minimizing the prob- 
ability of including false values of the parameter.4 Equivalently, the [CI,] 
intervals have uniformly shortest expected length.5 

If we truncate the parameter space by setting an upper bound, 0 < 0 
5 8, we arrive at the desired variant of Neyman's original problem. Since 
the [CI,] intervals are based on a family of UMP-tests, and since such 
tests retain their optimum properties even when the space of alternative 
parameter values is truncated, the truncated [CI,] interval system (see 
figure 1) remains (uniquely) "best" in Neyman's sense. That is, the trun- 
cated [CI,] system has minimum probability of covering false parameter 
values and has uniformly shortest expected length. However, for sample 
points x 2 X (see figure 1, p. 288), the [CI,] interval is trivial, i.e., it 
covers all parameter values consistent with the data and model at less 
than 100% confidence. For instance, if we set a .95 confidence level and 
upper bound 8 = 15, then for all x r 3/4 the truncated [CIA] interval 
estimate is [x, 151, which is known to cover the true value of 0 with prob- 
ability 1. 

'(Neyman 1937, pp. 269-74) The reader is alerted to inaccuracies in Neyman's formulas 
on p. 271, as shown to me by H. Kyburg. Corrections are given on p. 53 of my book. 

4Neyman defends this criterion on p. 282 of (Neyman 1937). 
'The equivalence is demonstrated in (Ghosh 1961) and (independently) (Ran 1961). 
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by Neyman. Of course, I would insist that there is no regulation dictating 
that we must shift our concerns from "two-sided" to "one-sided" esti-
mation when parameter spaces are truncated. Thus, I do not accept 
Mayo's suggestion that, when an upper bound 8 
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x-axis 

Figure 1 

DIAGRAMS 

Figures 1, 2, and 3 show the three interval systems [CI,], [CI,], and 
[CI,,]. Diagrams are drawn with a = . l ,  so that intervals have a 90% 
confidence level. In all three figures 0 is an upper bound for the parameter 
0. The set of possible states (variable, parameter pairs) is the upper right 
triangle with coordinates (0,0),(0,0), and (0,e). Rejection regions are 
blackened (for the set of possible states). 

The truncated [CI,] ' 'best" confidence intervals. The [CI,] interval 
(the dashed line) is: x 5 0 5 min[x/a; 01. These intervals are trivial for 
a l lx  r X = a0.  

The interval system [CI,] proposed by Mayo. There is no estimate of 
0 if x > X* = (1 - a$. If 0, is the true parameter value, the system is 
biased for all false values above 0,. The bias is maximal for false param- 
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Figure 2 

eter values at least as large as 0' = @,/(I - a), when every interval 
estimate includes all such values. The [CI,] interval (the dashed line) is: 

The alternative [CI,,,,] confidence intervals ( a  5 .9), used for the "re- 
ductio" argument. The reader will note that the sole difference between 
the [CI,] and [CI,,] systems is that the latter contain an (arbitrarily) nar- 
row "strip of acceptance" along the diagonal line "x = 0." This allows 
the [CI,,,,] to be well defined for all possible observations, unlike the [CI,] 
system. 

The [CI,,,,] interval (set) is: x 5 0 5 min[x/(l - [ . l  a]); 83 & x/(l 
- [ I .  1 - a]) 5 0 5 8. The second interval may be empty. This system 
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x-axis X" 

Figure 3 

provides trivial intervals only for x 2 X" = (1 - [.rovides 
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